
History of Bioinformatics Core at SKCC
• Began in 2002 with grant from Ron and Lucille Neeley
• Linux Cluster in 2002:

• 34 AMD Athlon CPUs (32-bit)
• 61 GB total RAM memory
• 1200 GB of RAID disk storage

• Sustained by endowment from Ron and Lucille Neeley
• Incremental maintenance costs less than $7,000 a year
• Bad news: Computers get old and break

• 10 CPUs have died, 8 CPUs are near death
• Replacement parts are not available
• Haven’t bought new CPUs since 2006

• Good news: Every year …
• Memory becomes cheaper, faster, and bigger
• Disks become cheaper, faster, and bigger
• CPUs become cheaper and denser (single core, dual 

core, and now quad core)
• Linux Cluster today (2008):

• 24 legacy AMD Athlon CPUs (32-bit)
• 22 Dell Xeon CPU cores (64-bit)
• 122 GB total RAM memory
• 3400 GB of RAID disk storage



Linux Cluster
Q. What is Linux good for?
A. Most popular bioinformatic programs run on Linux:

• Sequence Alignment (BLAST, BLAT, MUMmer, FASTA)
• Whole Genome Assemblers:

• Celera, Phrap, PCAP, Arachne
• Genome Browsers and Databases:

• NCBI Map Viewer
• Ensembl Genome Browser
• UCSC Genome Browser

• Bioinformatics tool suites (EMBOSS, etc.)
• Primer and Oligo Design (Primer3, etc.)

Q. What is a cluster good for?
A. Our cluster can run jobs 46 times faster than a single PC

• Days instead of years
• Minutes instead of days



SKCC Bioinformatics Core

What services are provided by the Bioinformatics Core?

• Internal web site (weber) - web-based bioinformatics tools
• External web site (bioinformatics.skcc.org)
• Custom Programming (examples):

• Primer Design
• Oligo (Probe) Design
• Sequence Search/Alignment (BLAST, BLAT, MUMmer)
• Visualization (Bacterial genomes, etc.)
• “Can you write me a Perl script that does _______?”

• Over 1000 Perl and Shell scripts written so far
• Home Grown Programs (examples):

• Comparative Assembler
• WebArray (Xiao-Qin and Yipeng)
• Multiplex PCR Optimization
• Parallel BLAT sequence alignment
• Job Grabber



Weber - Internal Web Services
URL: http://weber



Weber - Internal Web Services
URL: http://weber

• Simple BLAT query

• Batch BLAST query

• MAFFT multiple sequence alignment

• Primer and probe design with Primer3

• RepeatMasker

• TMPred - Prediction of Transmembrane Regions

• Protein translators and back-translators

• Perl Tutorial

• MySQL database access

• Add your own Linux web service – you find it, I’ll 
install it.



Weber - NCBI Batch BLAST



Weber - Primer3 Batch Server



External Web Services

URL: http://bioinformatics.skcc.org

• WebArray – Xiao-Qin and Yipeng

• Permanent file repository

• Supplemental data for your publications

• Temporary file repository

• For sharing large files with collaborators

• Password protected



Visualization Examples

Dot Plot – LT2 vs. C. Koseri Bacteria Genes



Visualization Examples

Phylogenetic Trees



Comparative Assembler for 454 Reads

Input
1.  780,000 short reads from

Salmonella typhimurium ATCC 14028
• Avg. length: 100 bases
• Sequenced by 454/Roche

2. Genome of related strain (S. typhimurium SL1344)

Output
50 contigs (avg. contig length: 98,000 bases)

Note
Will become part of AMOS

(A Modular Open-Source Assembler)
http://amos.sourceforge.net



Job Grabber - Fault Tolerant Job Control System
Features

• Queue up thousands of jobs

• Each job automatically assigned to 
next free CPU and run in parallel

• Failed jobs can be easily restarted

• System crashes are no problem

• Jobs are stored in MySQL database, 
not in RAM

• Kill and restart jobs at any time

Usage Examples

• Search NCBI “NR” database:

• 3 million entries

• 19 billion bases

• search time 5 minutes

• Design millions of oligos

• SEQUEST, DTASelect

• Any other big job that can be split 
into smaller pieces



Case Study - SEQUEST

A fast PC running SEQUEST can process:
• 6,000 DTA files in an hour
• 197,000,000 DTA files in 3.75 years
• Can’t easily restart after system crash

SKCC’s Linux Cluster running SEQUEST through Job Grabber 
can process:

• 238,000 DTA files per hour
• 197 million DTA files in 34 days
• System crash?  No problem. Continue where you left off.

3.75 years

34 days

Proteomics has 197,000,000 “DTA” files containing data from 
mass spec. experiments.
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